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Abstract 

The current spread of Internet makes it possible to find online information in a great 
number of languages. Tasks involving automatic processing of this information may require 
the identification of the language in which it is written. 

In this work. we explored the use of Support Vector Machines, a relatively new classification 
technique from · the machine learning field, for generating language classifiers to distinguish 
English from any other language in written texts. 

We' have trained and tested Support Vector Machines, representing documenta as feature 
vectors based on the occurrence of character sequences in texts (N-Grams). Our empirical 
resulta show that the Support Vector Machines technique is suitable for the language identi­
fication task, building very accurate linear classifiers. 

Keywords: 

1 lntroduction 

Written Language Identification, Support Vector Machines, 
Inductive Learning 

Language Identification (Ianguage ID for short) is a specific instance of the more general problem 
of classification, where sorne language category has to be assigned to a naturallanguage sample. 
Althoúgh traditionally spoken language ID has received more attention than written language ID, 
the situation has changed in the last few years. The mairi causes of such change are: 

• the current spread of Internet makes it possible to find online information in a great number 
of lan~ages and, as a consequence, 

• a previous identification of the language may be required by tasks such as indexing FAQs, 
searching the Web and filtering news, which involve automatic processing of information. 

Previous work has been done for written English, Spanish and even multilingual identification, 
using different techniques for the classification task. Sorne approaches use information about short 
words such as those presented by Kulikowski [11] and Ingle (9]. Others use methods based on 
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N-Grams, either of words, such as Batchelder [1), or characters~ such as Cavnar and Trenkle [4) 
and Cowie.,et al. [6). There are also techniques that use the independent probability of letters and 
the joint probability of letter combinations for deriving a Marko~ model, such as the one presented 
by Dunning in [8). 1 

We focused our work on the written language ID problem, exploring the use of Support Vector 
Machines·, a relatively new classification technique from the mac~ine learning field, for generating 
language classifiers able to distinguish English from any other lalnguage. 

The entire English ID process can be divided in three phases~ first, language characterization; 
second, classifier training and third, . classifier testing. 

Figure 1 presents the general process of English characterization. It means generating a profile 
from a featuring data set composed of only English documents. 

Featuring 
Profile 

Generator 1 

Data Set i 

1 

1 

Figure 1: English profile generati+ . 

English 
Pro file 

Figure 2 outlines the training phase. It consists of building vectors representing documents in 
a t~;aining data set and using these vectors to genera te a binary E,nglish classifier. The training set 
is composed of English and non-English documents. 

Training 
Data Set 

English 
Proflle 

1 

Feature Training SVM 
Extractor Vectors Learner 

Figure 2: Training phase for the English liD process. 
1 

SVM 
Classifier 

Figure 3 shows the testing phase, where new documents inl a testing data set are used to 
evaluate the accuracy of the generated classifier. l 

In this work, the three data sets (featuring, training and testing) were taken from the soc.culture 
newsgroup hierarchy of the Usenet. 1 

The rest of this paper is organized as follows: a general de~cription of the Support Vector 
Machines technique is presented in section 2; in section 3 we describe in detail the English profile 
generation process; section 4 comprises the design and results iof the experimenta carried out 
during the training and testing phases; and finally, the conclusions and directions for future work 
are presented in section 5. 
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English 
Pro file 

Testing 
Feature Testing SVM English? 

Data Set 
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Figure 3: Testing phase for the English ID process. 

2 Support Vector Machines 

Support Vector Machines (SVMs for short) constitute a leaming technique mainly used for the 
classificª'tion task. Although they were proposed by Vapnik in 1979, it is since few years ago when 
they llave gained popularity and that is why we,consider them a ''relatively new'' technique [2, f, 15, 
3). SVMs are well founded in terms of the computationallearning theory and open to theoretical 
analysis and understanding. ' 

2.1 Definition 

In its-simplest linear forma SVM is a hyperpfane that separates a set of positive examples (repre­
senting category +1) from a set ofnegative ones (representing category -1) with maximum margin 
(see Figure 4). The examples closest to the hyperplane are called Support Vectors. 

+ + + 

+ + 
+ + 

+ 

Figure 4: A linear Support Vector Machine h. Support Vectors are marked with circles. 

The objective of training a linear SVM is to learn a classifier from the examples, i.e. to find a 
representation for the hyperpla.ne, which only uses support vectors in its formulation. 

The general formula of a linear SVM is the following: 

u=w·x-b (1) 
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where 

w is ,the ,normal vector to the hyperplane. It is a linear co~bination of the support vectors. 

b is the hyperplane offset. 

x is the vector representing the example to be classified. 

sgn(u) determines the category in which x will be classified. 

For linearly separable problems, maximizing the margin is Jquivalent to solve the following 
optimization problem: 

Minimize: 
subject to: 

111wll2 
2 ' 
Yi(w·xi -b) 2::1 '¡;/i 

1 

1 

where Xi is the ith training example and Yi is the category to which Xi belongs ( -1 or +1) 1 . 

Finding w and b requires the solution of a Quadratic Programtbing problem. Many methods for 
solving QP problems are very slow for large problems. We implemented the algorithm proposed by 
Platt [13], which breaks the original QP problem into a series of tlie smallest possible QP problems 
and analytically salves them. 

2.2 Applications 
1 

There are several examples of real-world applications of SVMs. (?ne of them is the face detection 
system developed by Osuna et al. [12] . This application detects vertically oriented and unoccluded 
frontal views of human faces in gray-level images achieving a detécting rateas high as 97.1%. 

Another kind of application for SVMs is text categorization!. Joachims [10] and Dumais et 
al. [7] have developed systems that assign toa naturallanguage ilext one or more tapie categories 
based on its content. These systems have reported an accuracy ne.r to 87% working with up to 118 
topic categories. These results show that SVMs achieve good petformance on text categorization 
tasks, outperforming other methods such as Decision 'Irees, the :ij,occhio algorithm and k-Nearest 
Neighbors {10]. 

3 Creating the Language Profile 

As it was mentioned in section 1, it is necessary to create the English profile, when dealing with the 
language ID task. Two steps can be distinguished in the profile ge~eration process: ( 1) choosing the 
document representation _units suitable for the learning algoritht1 and (2) establishing a criterion 
to select the set of features that will conform the profile. 1 

1 For not linearly separable problema Cortes and Vapnik (5] and Bose(. et h. (2], have proposed formulations and 
extensions to' learn non-linear classifiers. 
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3.1 N-Graíns as Document Representation Units 

Document representation has a direct impact on the generalization accuracy of the learning system. 
Typical document representation units, such as word stems [14), are based on the concept ofword. 
These units can have the inconveni~nt of making the feature selection process language dependent. 
We. chose N-grams of characters as document representation units to overcome this problem. 

An N-Gram is a sequence of N characters. We build N-Grams from a string by extracting 
all the possible sequences of N contiguous characters from it, discarding digits and punctuation 
( except apostrophes) . In our work we used N-Grams of different lengths simultaneously. 

Table 1 presents sorne N-Grams. that can be extracted from the string that old theater. 

N N-Grams 
1 _,t,h,a,o,l,d,e,r . 
2 _t, th ,ha, át , t_ ,_o,ol,ld,d_ ,he ,ea, te ,er ,r_ 
3 _th,hat,at_,_ol,old,ld_,d_t,the,hea,eat,ate,ter,er_ 
4 _tha,that,hat_,at_o,t_ol,_old,old_ ,ld_t,d_th,_the, 

thea,heat,eate,ater,ter_ 

Table 1: Sorne N-Grams of the string that old theater. The character "_" represents a blank. 

3.2' Feature Selection 

By choosing N-Grams as the representation units we are dealing with an attribute-value represen­
tation of doeuments,where -attributes are N-Grams. It is necessary to determine which values have 
to be associated to these attributes. As we are trying to characterize a language it is not enough 
to express that a given N-Gram is present or not in a document (binary approach) . Associating 
the frequency of each N-Grain in the document gives more information to the classifier. 

It is also necessary to determine which attributes have to be considered, because taking all the 
possible N-Grams may lead to a very high-dimensional feature space. To do this selection, the 
following steps were performed (Cavnar and Trenkle [4)): 

• P~rse ~ featuring data set, consisting of only English documents, to eliminate extra blanks, 
digits and punctuation ( except apostrophes). 

• Sean the parsed result, generating all possible N-Grams for several values of N. 

• Associate to each N-Gram found its frequency in the featuring data set. 

• Sort the N-Grams by its frequency value in descendent arder. 

• Delete'the N-Gram "_" (considered not too representative). 

The first k N-Grams in the S<?rted list are the attributes used for document representation. 
This set of attributes will conform the language profile. For example, consider the featuring data 
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t h a 1 e 1 _t 1 th 1 at 1 _th 1 
1 

Figure 5: Profile of dimension k = 8 built using the phrase thlt old theater as the featuring 
data set and the N-Grams presented in Table l. 1 

1 

set constituted by the phrase that old theater. Figure 5 shdw
1

· s a pro:file of dimension k = 8, 
generated using the N-Grams presented in Table l. 

In order to set the values of k and N, severa} experiments wer~ performed over a featuring data 
set of about 750.000 characters. Figure 6 shows the distribution lof N-Grams frequency according 
to their ranking after the sorting process. This distribution shows that N-Grams ranked above 300 
are less likely to appear in an English document than N-grams ranked below 300. 
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Figure 6: N-Gram frequencies by rank in the feaFuring data set. 

We initially set k = 300 but in the classification experiments¡ we tried with smaller values to 
study the impact of reducing the profile dimension in the accura.fy of the- classifiers. The results 
are presented in the next section. 1 

Regarding the possible values of N, it is necessary to say that we only considered profiles where 
N ranges from a mínimum toa maximum value (referred as <min~max>-profiles). In order to find 
the most convenient mínimum and maximum values for N, we created profiles with different ranges. 
We decided to include 1-Grams in each profile to incorporate the l~tter distribution in English as a · 
possible feature. Table 2 presents the distribution of N-Grams in f9ur different profiles of dimension 
300 with N ranging from 1 to 3,4,5 and 6 respectively. Entry (i,<¡l-j>) represents the percentage 
of N-granis of size i in the <1-j>-profile. 

These percentages sl:ww that N-Grams of size grater than 4 dr not contri bu te signi:ficantly to 
the language pro:file. As N-Grams of size 5 and 6 represent less than the 3% of the profiles, we 
decided to work with pro:files that include N-Grams of up tQ 4 'characters. 
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Profiles 
N <1-3> <1-4> <1-5> <1-6> 
1 8.70% 7.60% 7.60% 7.60% 
.2 55.30% 52.00% 51.70% 51.70% 
3 36.00% 31.70% 30.70% 30.30% 
4 8.70% 7.60% .7.60% 
5 2.40% 2.40% 
6 0.40% 

Table 2: Percentage of N-Grams in different <min-max>-profiles of dimension 300 taking as 
featuring data set a collection of English samples from the soc.culture newsgroup hierarchy of the 
Usenet. 

4 Classification 

Two activities were performed in order to explore the suitability of the SVM technique. ·ror the 
language ID task: first, training classifiers and second, testing them. As Figures 2 and 3 show, 
both activities have in common the· feature extraction process. 

4.1 Feature Extraction 

So far we havé established the features (N-Grams) that describe the English language, i.e. its 
profile. Every document, in the training and testing data sets, can be represented as a vector 
whose components correspond to these features. Each component has associated, as value, the 
frequency of its corresponding N-Gram in the document. The process of associating values to 
features is known as feature extraction. Figure 7 shows the vector that represents the document 
my mother ' s brother is m y une le, using the profile presented in Figure 5. 

Feature 
Value 

t 

2 
h 
2 

a e _t th at _th 
o 3 1 o 1 2 1 o 1 o 1 

Figure 7: Vector that represents the document my mother 's brother is m y une le, using the 
profile presented in Figure 5. 

4.2 Training Classifiers 

The training phase was accomplished by using a training data set of about one million characters. 
The am~unt of English samples was approximately the same of non-English samples. The non­
English samples were written in 26 different languages. 

We extracted features from every document in the training data set, using a < 1-4>-profi.le of 
dimension 300, and then proceeded to train the SVM. We started training with the linear version. 
As we got a training accuracy .of 100%, we trained three more SVMs using <1-4>-profi.les of 

---------------- 501 



XXVConferenciaLatinoamericfliUlde lnformótica------------------- Asunción-Paraguay 

dimension 200, 100 and 50, obtaining the same accuracy. Such results suggested that the English 
ID problem is linearly separable and made us decide not to tcy with a more complex version of 
SVMs. 

It is worth to say that, although the training data set had more than 1200 samples, the number 
of support vectors was between 25 and 33 in all the experiment~. It means that less than the 3% 
of the training samples are needed to build the SVM classifier. A.s a consequence, the calculation 
of the general formula ( 1), present'~ in section 2, is not expensir.e. The SVM classifier execution 
time is 9(d), where d is the profile dimension. 

4.3 Testing 

During the testing phase we carried out several experiments ~ith the four classifiers trained. 
We designed five testing data sets, of about 400 documents each, using English and non-English 
samples. Table 3 presents a descrlption of each data set. ' 

Data Set Description 
Documents of 600 characters (about 80¡ words). 
Documents of 300 characters ( about 401 words). 
Documents of 150 characters (about 201 words). 
Documents of 75 characters (about 10 words). 

Test600 
Test300 
Test150 
Test75 
TestAny Documents of assorted sizes ( unrestrict~d number of words). 

Table 3: Testing data sets. 

'l'able 4 shows the experimental tesults. 

Prof. Dim. 
300 
200 
100 
50 

Test600 
100.00 
100.00 
100.00 
100.00 

Classification accuracy 1 (%) 
T est300 Testl50 T e~t75 

99.00 98.43 97(.34 
99.00 98.16 9q.37 
99.00 97.90 95.40 
98.33 97.90 94.43 

Table 4: Experimental res1llts. 1 

1 

• 1 

TestAny 
99.52 
99.76 
99.27 
99.27 

We can observe that for a given data set, accuracy decreases as the profile dimension is di-
minished 2 • However, this accuracy loss does not seem too si~ificant. In the worst case, we 
got a difference of about 3% {classifying Test75 dat~ set with p~ofiles of dimension 300 and 50). 
Working with smaller profiles could be useful in real""time appliq¡.tions where the classification of 
medium-sized documents has to be done as fast as possible. 1 

2We noticed the abnoim:8.1 increase in the classification accuracy using pbfile dimension 200 with the TestAny 
data set. Examining the misclassified documente, we found one written haiÍ in Engli8h half in Flemish. We think 
that this fact and the elimination of N-Grama from the profile could explain the anomaly. 
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We can also observe that the classifiers behave quite well when dealing with small documents, 
yielding an average accuracy of 95.9% With documents of about 10 words. 

Finally, the accuracy obtained with the TestAny data set (over 99%) suggests that the SVM 
technique is suitable for Internet applications, where the document size is not pre-established. 

5 Conclusions and Future Work 

This work explored the use of the Support Vector Machines technique for the written English 
identification task. As a result, we learned linear SVM classifiers that are very accurate, even 
with short documents and/ or low-dimension English profiles. This suggests that the technique is 
suitable for the proposed task. 

Besides, the feature selection and feature extraction processes used, were based on N-Grams, 
,which are language independént and less expensive than word-based techniques, where the system 
has to ¡yerform word processing and needs to have detailed knowledge about the particular language 
e"B.ch document is written in .. 

We belie~e that the framework introduced in this paper can be easily extended to build multi­
lingual ID classifiers and it is our next assignment. lt will allow us to compare the SVM classifiers 
accuracy with other existing multilingual ID classifiers. If similar results to those obtained here 
are achieved with multilingual classifiers, it is possible to think of using them in real applications, 
such as the Internet related ones. 
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